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In the process of migrating content from the old site to WordPress, I’m also moving some articles from there and re-

publishing them here as posts. This one is such a case, originally published on December 7, 2006. Unfortunately, I

never found the time to submit it to a peer-reviewed journal.

Neuroscience is predominantly interested in elucidating the effects environmental stimuli

cause in our brains and how the brain transforms these stimuli into meaningful behavior.

Animals including humans are thought to react with a complex combination of innate and

learned “responses” to one or a set of external stimuli. However, a series of recent advances in

modern behavioral neuroscience and neuroethology reminds us that freely behaving animals

treat self-generated stimuli differently from other stimuli. We are always both cause and effect

in the closed feedback loop between our behavior and the environment we live in. This operant

loop renders the linear input/output view one-sided. The renewed interest in the biological

mechanisms of operant conditioning is the result of many years of research towards a more

sophisticated view of the main function of brains.

The concept of causality is so central to the human thought process that Kant concluded it

must precede all experience [1]. Our constant search for causes eventually led to the

development of religion, science and technology. In science, we look for the underlying causes

of natural phenomena. Humans are also subjected to this scrutiny. The neurosciences try to

understand the underlying causes for perception, disease, aging or development. In this very

successful approach it is often overlooked that humans are not only responding mechanically

in a cause-and-effect (stimulus-response) fashion to everything that happens to them. Humans

are active agents as well and as such just as much cause as they are effect. Where does this

spontaneous activity come from in a cause-and-effect world? Why is there spontaneity? Or is it

just an illusion?

Early, often overlooked psychological conjecture emphasizes that spontaneous behavioral

variability is a useful, as one would say today “adaptive” trait. In this article I will cite

neurobiological evidence to strengthen this view. I will use a number of examples to argue that

the variability measured in the behavioral performance of animals is exactly the kind of output

that is required to effectively detect which of the stimuli in the incoming stream of sensory

input can be controlled by the animal and which cannot. I will deliver an account as to how and

why, despite its importance, this essential output-input feature of brains has largely been

overlooked in recent decades. This forgotten feature is associated with a number of psychiatric

disorders and only recently a new and growing trend has emerged which now provides steadily

increasing understanding about the mechanisms underlying it.

Behavioral Variability: the output
We all feel the very basic notion that we possess a certain degree of freedom of choice.

Bereaving humans of such freedom is frequently used as punishment and the bereft do in-

variably perceive this limited freedom as undesirable. This experience of freedom is an

important characteristic of what it is like to be human. It stems in part from our ability to

behave variably. Voltaire expressed this intuition in saying “Liberty then is only and can be only

the power to do what one will” [2]. But the concept that we can decide to behave differently
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even under identical circumstances underlies not only our justice systems. Electoral systems,

our educational systems, parenting and basically all other social systems also presuppose

behavioral variability and at least a certain degree of freedom of choice. Games and sports

would be predictable and boring without our ability of constantly changing our behavior in

always the same settings. Faced with novel situations, humans and most animals

spontaneously increase their behavioral variability [3-5]. Inasmuch as behavioral variability

between individuals has genetic components, it is a crucial factor of niche exploitation in 

evolution. Moreover, behavioral variability within individuals has been shown to be ecologically

advantageous in game theoretical studies [6-11], in pursuit-evasion contests such as predator/

prey interactions (“Protean Strategy”) [12-15], in exploration/foraging [16], in mobbing attack

patterns by birds and in the variation of male songbirds’ songs [17]. Clearly, invariable behavior

will be exploited [14,18] and leaves an organism helpless in unpredictable situations [19,20].

Controlling external events: the input
Thus, competitive success and evolutionary fitness of all ambulatory organisms rely critically on

intact behavioral variability as an adaptive brain function. But relative freedom from

environmental contingencies is a necessary, but most often not a sufficient criterion for such

accomplishments. Tightly connected to the ability to produce variable behavior is the ability to

use the effects of these behaviors to control the environment. The incoming stream of sensory

information is noisy and fluctuates for any number of reasons. Any covariance between the

behavioral variations and those of sensory input indicates that the latter are con-sequences of

the behavior and can thus be controlled be the animal [21,22]. It is the on-line detection system

for when the animal itself is the reason for any environmental fluctuation. This function is so

paramount, that we humans express our delight over control of our environment (including

other people) already as children, by e.g., shrieking in excitement when Daddy jumps after a

“boo” or proudly presenting Mom with “look what I can do!”. Later, children find pleasure in

building airplane models, become carpenters with a delight for shaping wood, artists feeling

gratified creating art out of the simplest materials, musicians enjoying mastering their

instrument to perfection, athletes, scientists, engineers or managers. Using trial and error, we

have shaped our world from caves to skyscrapers, from horses to jet-planes, from spears to

hydrogen bombs. Cultural or religious rituals (e.g., rain dance) and superstition may have

evolved as means to create a feeling of control where ultimately there is none. Obviously,

behaving flexibly in order to control our environment is at the heart of human nature and

probably affects more aspects of our daily lives than any other cognitive brain function. So

essential is such functioning that even very simple brains possess it. The modest fruit fly

prefers a situation in which it controls its environment over one where it does not. If certain

flight directions are experimentally superimposed with uncontrollable visual movements, flies

quickly avoid such directions and fly only in areas of full control [23]. This experiment

demonstrates that control over environmental stimuli is inherently rewarding already for

simple, but more likely for all brains.
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The main function of brains
The first experiments into the mechanistic basis of this basic brain function was initiated

already early in the 20th century by eminent scientists like Thorndike [24], Watson [25] and

Skinner [26]. Of course, the primary process by which all animals, including humans learn to

control their environment is operant (or instrumental) conditioning (Box 1). Ultimately, this

comparatively simple process forms one of the fundamental cornerstones not only for all of our

human nature, but also for our social coherence: human nature as described in planning,

willing and controlling our behavior [22,27-30] and our social coherence as based on

cooperation [6,31,32]. Modern neuroscience, however, with the success of research into the

mechanisms of the even simpler process of Pavlovian or classical conditioning (Box 1), has

understandably shifted the focus away from the central role operant learning plays in our daily

lives.

Box 1: Predictive learning

Classical (Pavlovian) conditioning is the process by which we learn the relationship between

events in our environment, e.g., that lightning always precedes thunder. The most famous 

classical conditioning experiment involves Pavlov’s dog: The physiologist I.P. Pavlov trained

dogs to salivate in anticipation of food by repeatedly ringing a bell (conditioned stimulus, CS)

before giving the animals food (unconditioned stimulus, US). Dogs naturally salivate to food.

After a number of such presentations, the animals would salivate to the tone alone, indicating

that they were expecting the food.

Operant (instrumental) conditioning is the process by which we learn about the consequences

of our actions, e.g. not to touch a hot plate. The most famous operant conditioning experiment

involves the ‘Skinner-Box’ in which the psychologist B.F. Skinner (and colleagues – he mainly

used pigeons himself)  trained rats to press a lever for a food reward. The animals were placed

in the box and after some exploring would also press the lever, which would lead to food

pellets being dispensed into the box. The animals quickly learned that they could control food

delivery by pressing the lever.

Both operant and classical conditioning serve to be able to predict the occurrence of

important events (such as food). However, one of a number of important differences in

particular suggests that completely different brain functions underlie the two processes. In 

classical conditioning external stimuli control the behavior by triggering certain responses. In 

operant conditioning the behavior controls the external events. 
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This shift is signified by a steady decrease in the fraction of biomedical publications with

operant topics, despite an absolute increase of publications over the last 25 years (Fig. 1). It is

an understandable shift, because nearly every learning situation seems to involve a dominant

classical component anyway [33,34] and classical conditioning offers the unique advantage to

quickly and easily get at the biological processes underlying learning and memory: the animals

are usually restrained, leaving only few degrees of freedom and the stimuli can be traced to the

points of convergence where the learning has to take place. The neurobiological study of 

classical conditioning, pioneered by Nobel laureate Eric Kandel, was the first avenue into some

of the biological mechanisms of general brain function. Today, overwhelmed by the amazing

progress in the past three decades, some neuroscientists even ponder reducing general brain

function almost exclusively (“95%”) to classical stimulus-response relationships, with profound

implications for society, in particular for the law [35,36]. The Dana Foundation, the American

Association for the Advancement of Science and the American Civil Liberties Union have already

sponsored meetings on these implications [37,38]. Stretching the generality of such awesome 

classical conditioning paradigms as fear conditioning in rats and mice [39], rabbit eyeblink

conditioning [40] or classical conditioning of the Aplysia gill withdrawal reflex [41], the current

neuroscientific standard implies that they are all-encompassing paradigms for general cognitive

brain function: “brain function is ultimately best understood in terms of input/output

transformations and how they are produced” [42].
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Fig.1: Publishing development of publications on operant conditioning. The graph shows a

steady decline in the fraction of publications dealing with operant conditioning (blue) despite

an increase in absolute number of publications over the last 25 years (red). Note the increase

in the last four years. Absolute numbers were gathered by running an NCBI PubMed query

“((operant OR instrumental) AND (conditioning OR learning))” (red). This number was divided

by the number of publications containing only “conditioning”, to derive a percentage (blue).

Notice the sharp jump in the absolute number for the last five years. This jump is even

noticeable in the relative contributions.

It is rarely recognized that, at an adaptive level, cognitive capacities, such as those involved in

encoding the predictive relations between stimuli, can be of little functional value to a

hypothetical, purely Pavlovian organism. For instance, one can imagine any number of

situations which require the animal to modify, even to withhold or reverse, the direction of

some behavior in order to solve the situation. Such situations demand greater behavioral

flexibility than the system mediating classical conditioning provides. Moreover, using the re-

afference principle [43-45], operant behavior underlies the distinction between observing and

doing, i.e. differentiating between self and non-self. We compare our behavioral output

(efference) with incoming sensory input (afference) to detect when we are the ones authoring

environmental change [21,22]. One almost iconographic example of such behavior is to per-form

various spontaneous movements in front of a mirror to detect whether it is us we are

perceiving [46,47]. This automatic detection-mechanism explains why we cannot tickle our-

selves [21], why we perceive a stable visual world despite our frequent quick, or saccadic, eye
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movements [48] and is reflected in different brain activation patterns between self-generated

and exogenous visual stimulation [49]. It is thought that the detection is accomplished via an

efference copy (or corollary discharge) of the motor command which is compared to incoming

afferent signals to distinguish re-afference from ex-afference. Such a differentiation has been

implied to demonstrate causal reasoning in rats [50,51]. Even robots can use such “self-

modeling” to generate a continuously updated model of themselves and their environment [52].

Conspicuously, the organization of the brain also raises doubts about the input/output

mainstream image. Less than 10% of all synapses in the brain carry incoming sensory

information and as little as 0.5-1% of the brain’s total energy budget are sufficient to handle the

momentary demands of the environment [53]. In other words, input/output transformations

may only account for a small fraction of what brains are doing. Maybe a much more significant

portion of the brain is occupied with the ongoing modeling of the world and how it might react

to our actions? Recent evidence suggests that the brain predicts the sensory consequences of

motor commands because it integrates its prediction with the actual sensory information to

produce an estimate of sensory space that is enhanced over predictions from either source

alone [54]. This effect of operant enhancement of sensory cues can be observed also in fruit fly

learning [23,34] and may explain why starlings, but not tamarin monkeys can recognize patterns

defined by so-called recursive grammar [55]. Such control of sensory input has often been

termed “goal-directed” behavior. This perspective provides an intuitive under-standing of the

rewarding properties of being in control of the environment. Setting and obtaining goals is

inherently rewarding [56]. This reward ensures that individuals always actively strive to control.

At the same time, by controlling the environmental input using operant feedback loops,

individuals exert their effect not only on themselves, but their survival and procreation in the

environment they create for themselves directly affects evolution. This has been shown in the

field, e.g., for western bluebirds, which dissociate into different niches ac-cording to their level

of aggression [57]. Another example are small-brained prey being more likely to be caught by

predators, presumably because their capacity for behavioral variability is also smaller [15]. In

humans such mechanisms have been proposed to explain otherwise hard to understand

phenomena such as high IQ heritability estimates and associated paradoxes (i.e., increasing IQ

heritability with age/experience and the “Flynn-Effect” of increasing IQ over generations) [58,59].

Expecting sensory feedback signals can go so far that willing to move a limb can lead to the

illusion of limb movement, even if none occurred [60]. One may say that we so want our actions

to have an effect that we sometimes even develop a bad con-science even though we have not

done anything wrong. Considering the operant feedback loop between initiating behavioral

variability and the continuous prediction/evaluation of the environmental stimuli under

behavioral control, it becomes clear that brain function can probably be understood just as well

in terms of output/input transformations as the other way around. Deciding which output to

produce in the next moment in order to control sensory input is the central organizing principle

of brains [61]. Only through developing an understanding of the neural bases of operant

learning, will we come to a full biological understanding of this principle.
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Far-reaching implications
This evidence indicates that our behavior consists at least as much of goal-directed actions as

it consists of responses elicited by external stimuli. But not all stimulus-response contingencies

are acquired by classical conditioning. Goal-directed actions can become partially independent

of their environmental feedback and develop into habits controlled mainly by antecedent

stimuli [62-64]. Everybody has experienced such ‘slip of action’ instances, when we take the

wrong bus home days after we have moved, when we keep reaching for the wrong buttons or

levers in our new car, when we try to open our home door with the work keys or when we take

the freeway-exit to our workplace, even though we were heading for the family retreat. William

James [65] is often quoted as claiming that “very absent-minded persons in going in their

bedroom to dress for dinner have been known to take of one garment after an-other and finally

to get into bed, merely because that was the habitual issue of the first few movements when

performed at a late hour”.

Habits or rituals are important for efficiently carrying out often-repeated behaviors by limiting

the amount of behavioral variability. The degree to which classical responses or operant habits/

rituals limit the behavioral variability can also be used to gauge mental health. A range of

psychiatric disorders share the symptoms of reduced behavioral variability, in severe cases

even behavioral rituals or stereotypies (e.g., autism spectrum disorder, obsessive com-pulsive

disorder, depression [17]). Functional magnetic resonance imaging studies provide a potential

mechanistic basis for these cases: Negative behavioral consequences mimic depression in that

they tend to inhibit cortical premotor-areas. This inhibition is sensitive to psycho-logical

therapy [66]. On the other hand, individuals diagnosed with attention deficit/hyperactivity

disorder are reported to have increased behavioral variability. Being able to flexibly produce the

right amount of behavioral variability under any given circumstance is not only a prerequisite

for controlling our environment, but appears to also be a key marker for psychological health. It

fits very well into the concept of producing behavioral variability to control our environment

that patients with psychiatric depression also often report a lack of control of their lives. The

dysfunctional behaviors of animals and people deprived of the opportunity to control their

environments are common knowledge, e.g., the self-injury and cage stereotypies of solitary

animals, and the depressing, dispiriting effects of living on welfare. “Learned helplessness” is a

standard animal model for depression in which animals become depressed by exposure to

uncontrollable shocks [67]. The degree of control over such stress-ors is critical for the

development of depression. In rats, the infralimbic and prelimbic regions of the ventral medial

prefrontal cortex detect whether the stressor is under operant control and suppress the

depression-inducing effects the stressor would have without operant control [68]. The ventral

medial prefrontal cortex is part of a prefrontal-basal ganglia-cortical feedback system thought

to be involved in motor selection and control [62]. In humans, control of painful stimuli exerts

an analgesic effect which appears to rely on the anterolateral prefrontal cortex [69]. Operant

control is even said to slow the cognitive decay occurring in patients when they enter the late

stage of Amyotrophic Lateral Sclerosis (ALS, Lou Gehrig’s disease), a degenerative motorneuron

disorder [70]. Anorexic patients often report that controlling their eating and hunger is the only

means of control left in their lives. Often these patients, when they eat, always cut the food into
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the same number of pieces and chew them for the same number of times. Anorexia nervosa

and obsessive compulsive disorder share this symptom of rituals/stereotypies and show a high

degree of comorbidity [71]. Patients with obsessive compulsive disorder show hyperactivity in

the rostral anterior cingulate cortex, a region involved in on-line behavioral evaluation and

detection of negative behavioral consequences [72-74]. The anterior cingulate is also part of the

prefrontal-basal ganglia-cortical feedback system.

Apart from overt behavior, the degree to which we feel in control also influences cognitive

performance [75]. The need to feel in control drives some people to seek excessively to master

novel situations. These “novelty seekers” are known for their vulnerability to develop an

addiction to drugs of abuse [76]. It appears that the same midbrain dopamine neurons which

are thought to mediate reward [77-80] also mediate the stimulating effects of novelty [5]. This

aspect has received particular attention with the majority of studies involving oper-ant

conditioning being concerned with the mechanisms of addiction. In these paradigms, ad-diction

is modeled by training animals to perform actions in order to obtain drugs until the actions

have become habits, i.e. independent of their consequences. This situation mimics the failure of

the negative consequences of addiction to exert any significant effect on the drug-taking habit.

But operant conditioning is also the paradigm of choice to model the production of flexible

behavior often compromised in a number of other medical conditions. Complementing the

deficits in behavioral variability and control cited above, other symptoms particularly in

neuropathologies involving higher-order cognitive or executive functions as well as, more

generally, the impact of emotional and motivational dysfunction in a range of syndromes,

indicate the widespread relevance of operant mechanisms. For example, neuropsychological

studies have established a connection between various compromised prefrontal-subcortical

circuits and deficits associated with executive function in humans [27-29,81]. Deficits in ex-

ecutive function have been generally described as comprising multiple components usually

including volition, planning, purposive action and effective performance [30] and so signifi-cant

operant involvement can be expected. Over and above specific deficits in behavioral choice and

motor control, executive dysfunction has also been found in a range of neurode-generative

disorders, including Alzheimer’s disease, Pick’s disease, progressive supranuclear palsy,

Parkinson’s and Huntington’s disease. The early onset of many of the executive dysfunctions

associated with these disorders suggests that even motor deficits involving tremor and choreic

symptoms may partially reflect a disorder in the sustained functioning of the pre-frontal-basal

ganglia-cortical feedback system during planning, decision making and behavior initiation [82].

In contrast, patients with Tourette’s syndrome show enhanced executive control, dissociating

cognitive (frontal, medio-frontal) from non-cognitive control (subcortical, where the tics are

assumed to be initiated) [81]. Interestingly, bilingual children also show enhanced cognitive

control.

The experience of willing to do something and then successfully doing it is absolutely central to

developing a sense of who we are (and who we are not) and that we are in control (and not

being controlled). This sense is compromised in patients with dissociative identity disorder,

alien hand syndrome, or schizophrenic delusions [21]. In some of these disorders the

abovementioned midbrain dopamine neurons appear to play a central role, tying, e.g.,
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Parkinson and schizophrenia tightly to operant models. Parkinson’s patients are administered

the dopamine precursor L-DOPA, while schizophrenics are treated with a group of

antipsychotics, most of which target and inhibit the D2 dopamine receptor. Some of these

antipsychotic drugs have Parkinson-like side-effects. Recent research shows that L-DOPA and

the antipsychotic haloperidol have opposite effects on operant decision-making in humans

[83]. One is tempted to interpret these data as evidence for the hypothesis that the overlapping

and interacting dopaminergic systems mediating primary rewards such as food, water or sex

and those mediating behavior initiation and control are so tightly inter-connected precisely

because of the rewarding properties of controlling the environment with behavior. As

information such as the above accumulates, elucidating the mechanisms of operant

conditioning becomes more and more promising as an avenue into understanding the causality

underlying disorders such as those described above and their treatment.

There may even be a wider prospect of the study of operant conditioning. Many of the

abovementioned disorders show a gender-specific pattern of occurrence. For example,

depression, anorexia and obsessive compulsive disorder show a higher prevalence in women

than in men, while autism, addiction and Tourette’s syndrome are more common in men then in

women. A recent study has shown the male striatum to release up to 3 times more dopamine

when stimulated by amphetamine, than in females [84]. It is conceivable that such a gender-

difference in the processing of appetitive and aversive stimuli may be the underlying factor

influencing the gender-specificity of many psychiatric disorders, which can be modeled by 

operant conditioning paradigms.

Scarce but converging biological data
Compared to its significance, our understanding of the biological mechanisms underlying 

operant conditioning is rather vague. The more important is a recent swell of ground-breaking

studies (see also Fig. 1). A number of different model systems have contributed to this progress

on various levels of operant conditioning. I will try to integrate the knowledge gained from such

disparate sources to describe the general picture as it is currently emerging.

Conceptually, the mechanism underlying operant conditioning appears to consist of two

modules: one is concerned with generating variable behavior and another predicts and

evaluates the consequences of this behavior and feeds back onto the initiation stage [85-87].

Evidence from imaging humans suggests that dorsal and ventral striatum, respectively, may

represent circuits involved each in one of the modules [87]. There is only very poor biological

knowledge about the first module. Behavioral variability could be generated actively by

dedicated circuits in the brain [12,14,88] or simply arise as a by-product of accumulated errors in

an imperfectly wired brain (“neural noise” [89-92]). Despite recent evidence supporting the

neural control of behavioral variability [9,17,93], the question remains controversial. Only little

more is known about the neurobiology of the second module. Promising potential mechanisms

have recently been reported from humans [21], rats [94], crickets [95] and Aplysia [96]. These

studies describe neural pathways for re-afferent evaluation of behavioral output (via efference

copies) and potential cellular mechanisms for the storage of the results of such evaluations.
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However, to this date, a general unifying principle such as that of synaptic plasticity in classical

conditioning is still lacking. But with Eric Kandel joining the swell with new operant

conditioning paradigm for Aplysia gill withdrawal [97], one can speculate that we may well be

on the verge of a genuine paradigm shift in the neurosciences.

From a larger perspective, there is early evidence suggesting that the traditional distinction into

operant and classical conditioning needs to be reconsidered. It appears that an experimental

separation of classical and operant components is essential for the study of associative

learning. Most associative learning situations comprise components of both behavioral

(operant) and sensory (classical) predictors (composite conditioning). For example, if we touch a

hot plate, we learn both about the plate and about our touch. If a frog attempts to catch a bee

with its tongue, it can learn both about the striped insect and about extending its tongue

towards it. If a rat in a Skinner-Box presses the lever for a food reward, it learns both about

pressing the lever and about a depressed lever indicating food.

Research primarily from Drosophila and Aplysia has succeeded in eliminating much if not all of

the classical component in ‘pure’ operant conditioning experiments [34,98-101]. This type of 

operant conditioning appears more akin to habit formation and seems to lack an extended

goal-directed phase. The same studies also revealed that such pure operant conditioning

(maybe better termed “self-learning”) differs from classical conditioning (more parsimoniously

called “world-learning”) on the molecular level. While world-learning acts via a type I adenylyl

cyclase that is regulated by Ca2+/Calmodulin and G protein, the evidence points towards self-

learning as being based on a dopamine receptor-coupled type II adenylyl cyclase which

eventually leads to the activation of dopamine and cyclic adenosine 3′,5′-monophosphate-

regulated phosphoprotein, 32 kDa – DARPP-32, which is involved in a variety of processes and

disorders associated with operant functioning in vertebrates [102-104]. The research implies that

the acquisition of skills and habits, such as writing, driving a car, tying laces or our going to bed

rituals is not only processed by different brain structures than our explicit memories, the

neurons also use different biochemical processes to store these memories. If these early results

were substantiated, classical conditioning paradigms cannot serve as the general tools for all

learning and memory research as they do today.

The realization that composite conditioning consists of separable self-learning and world-

learning components opens the possibility to observe the interactions between them [23,34].

For instance, the early, goal-directed phase is dominated by world-learning which is facilitated

by allowing a behavior to control the stimulus about which the animal learns. Self-learning in

this phase is suppressed by the world-learning mechanism. If training is extended, this

suppression can be overcome and a habit can be formed. Organizing these processes in such a

hierarchical way safeguards the organism against premature stereotypization of its behavioral

repertoire and allows such behavioral stereotypes only if they provide a significant advantage.

This insight supports early hypotheses about dominant classical components in operant

conditioning [33], but only for the early, goal-directed phase.

These results may have drastic implications for all learning experiments: as soon as the

behavior of the experimental subject has an effect on its subsequent stimulus situation,
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different processes seem to be at work than in experiments where the animal’s behavior has no

such consequences, even if the subject in both cases is required to only learn about external

stimuli. The hierarchical organization of fact- and skill-learning processes also explains why we

sometimes have to train so hard to master certain skills and why it sometimes helps to shut out

dominant visual stimuli by closing our eyes when we learn them. Gene expression analysis in

vertebrates supports the separation of these two components: goal-directed phases of learning

are characterized by immediate-early gene expression in the frontal and cingulate cortices,

whereas later, habitual phases are characterized by gene expression in the ventrolateral

striatum [63,64].

As mentioned above, midbrain dopamine neurons are considered to be the main mediators of

reward in vertebrates[77-80]. Given the prominent status of input/output transformations in the

brain, it is not surprising that the role of dopamine signaling has always been described in the

context of prediction errors triggered by external stimuli. Only now has a re-thinking begun and

a new hypothesis has emerged which challenges this view and instead suggests a prominent

role of the short latency dopamine signal in output/input computations [105]. Recent brain

imaging evidence points towards the medial orbitofrontal cortex as a component downstream

of this dopamine signal. When controlling the environment with behavior, this brain area shows

activation both to obtained rewards and to successfully avoided punishments [56].

Another case for multiple model systems
Our relative lack of knowledge stems in part from research into operant conditioning being

conceptually much more challenging than classical conditioning. However, recent progress in

invertebrate neuroscience suggests that the now classic Kandelian approach of relying heavily

on simpler brains while developing tools and models for vertebrate research is even more

promising today in the age of advanced molecular, genetic, imaging and physiological

repertoires in invertebrates than 30 years ago [20,106]. Even in the post-genomic era,

invertebrate models offer the possibility to rapidly and effectively learn about important

principles and molecules which can then be used to reduce the complexity of the vast

vertebrate brain [107]. Besides offering a more effective avenue into studying the neural basis of

operant conditioning, such an integrative approach will provide us with insights into the

exciting question of why invertebrate and vertebrate brains are structurally so very different

even though the basic demands of life are quite similar in both groups. Moreover, a multi-

faceted approach will allow us to distinguish general mechanisms from species-specific

adaptations. Coincidentally, using multiple model systems effectively reduces the number of

vertebrate experimental animals, working towards the ‘3R’ goals — refinement, reduction and

replacement [108]. Combining the rapid technical advancements also in vertebrate physiology,

imaging and behavior [109] with modern computational power, neuroscience is now more than

ready to finally tackle operant conditioning on a broad scale. The recent swell of publications

on operant conditioning is the logical consequence of 20 years of meticulous research during
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the dominant input/output mainstream [62]. The most important questions to be answered in

future research are:

What are the brain-circuits generating spontaneous behavior?

How is sensory feedback integrated into these circuits?

Which are the ‘operant’ genes?

What are the mechanisms by which fact-learning suppresses skill-learning?

How can repetition overcome this suppression?
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